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Abstract 
With the rapid development of the Internet, there exist multiple data sources on the 
World-Wide Web that users can access. Selection of reliable information from these 
different sources becomes increasingly important. The aim of this paper is to develop 
source-selection algorithms for selecting reliable information from a collection of 
different sources for database applications. Fuzzy theory and probability theory are used 
for modeling the uncertainty of selection and to retrieve the ambiguous data from 
different sources. A computation prototype is implemented for testing the effectiveness of 
our fuzzy source-selection algorithms. 
 
1. Introduction 

The Internet has changed many aspects of our concepts in data storage and retrieval 
in the age of the information super highway. Today, if we want to search a piece of 
information through the World-Wide-Web (WWW), hundreds of sources (i.e., web sites) 
that can provide the same information may appear. For example, suppose we want to 
know the share value of a company in stock market at a given time: there are many 
sources on the WWW (such as stock trading agents and newspaper agents) providing the 
real-time stock data for this company. Unfortunately, the reliability of the data from 
different sources may vary. Different sources may provide different share values for the 
same company although only one value is true. The reason for this uncertainty is that 
some sources may have updated the data but some may be delayed and some may have 
mistakes in data collection and processing. Facing so many data sources, users may ask 
which sources provide the most reliable data. Thus, the selection of reliable information 
from different sources becomes increasingly important. Data users need to find some way 
to ensure the currently available data source has the most accurate information if the data 
in the databases are collected from multiple sources.  

Data quality and data assurance techniques have been of interest in a broad area [1-
4]. We are going to confine our discussion in a database system. In general, though-out 
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this paper we assume that we are maintaining a database, in which we track a large 
population of items and each item may be associated with a large set of attributes. There 
are many different sources for the information in the database and these multiple sources 
may provide information on any given attribute for any item. The reliability of the data 
sources may change in the following ways: (1) the reliability of any source may vary over 
time. Some sources may provide reliable information at a given time but other sources 
may at the next time; (2) some sources may be more reliable for certain items; (3) some 
sources may be more reliable for certain attributes. Our objective is, for each attribute of 
each item, to try to determine which source currently gives the most accurate 
information.  

In this paper, we will develop source-selection algorithms for selecting reliable 
information from a collection of different sources for database application. Our approach 
is to describe the uncertainty in the retrieved data due to the randomness from multiple 
data sources by using probability theory and to describe the uncertainty due to the 
fuzziness in the definition of reliability or accuracy by using fuzzy set theory. We then 
develop source-selection algorithms for selecting the most reliable source for a given 
attribute of a given item or for a whole item in the cases that (1) the reliabilities of 
multiple sources for any items in the database are unknown, and (2) the reliabilities for 
parts of items are prior-known. We also implement a computational prototype for testing 
the effectiveness of our source-selection algorithms.     

 
2. Modeling fuzziness for reliable data  

Assume that we are working on a relational database. Let R(U)=R(A1, A2, …., An) 
be a relation scheme on domains D1, D2, …., Dn, where U={ A1, A2, …., An) is the set of 
all attributes A1, A2, …., An. By definition, each domain Dj is a set of elements of the i-th 
column in the relation (i.e., a table) and each attribute Aj is the name of a field (i.e., 
column of the table) played by domain Dj, where j=1,2,….,n. A tuple t={ t(A1), t(A2), …., 
t(An)}  in a relation represents a collection of relational data for an individual item, called 
a record. A relation R is then described as a table as following. 

 
R 

A1 A2 … A j … An 

  …  …  
t(A1) t(A2) … t(A j) … t(An) 

  …  …  
 

Mathematically, the data value of a given item ti in the given field associated with 
the attribute Aj is represented as Rij = ti(Aj). For an m×n table, the indices are taken as 
i=1, 2, …, m and j=1, 2, ….., n, where m is the number of rows (i.e. items) in the table, 
called the cardinality, and n is the number of columns (i.e, fields) in the table, called the 
degree. 

Now, we introduce another index s to indicate the sources of the data. For a data 
element Rij of the table, it can come from different data sources and, thus, may have 
different values given by Rij(s) = ti(Aj,s). Assume that k is the number of the data sources, 
then, s=1, 2, …, k. So, the data values of an item from a given data source is represented 
by  

t(s) = { t(A1, s), t(A2, s), … t (An, s)} .     (1) 
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It is somehow ambiguous to state that the data value Rij(s) (= ti(Aj,s)) of item ti for 
attribute Aj from source s is “reliable”  or “accurate” . In order to model the uncertainty 
due to the fuzziness in the definition of reliability or accuracy, we use fuzzy set theory 
[5]. The data value Rij(s) from a given source may be different from the “correct”  value 
Rij for the given attribute of the given item. We define a correlation function to describe 
the “closeness”  between the source data Rij(s) and the “correct”  data Rij. This function is 
known as fuzzication function for quantifying the reliability of the source for the given 
attribute of the given item 

  ( )( ) ( )( )2
exp ijijij RsRsRf −−= α ,     (2) 

where α is a constant to be chosen. If Rij(s)= Rij, we have f(Rij(s))=1. In this case, we say 
that the source s is reliable for providing the data value for the attribute Aj of the item ti. 
On the other hand, if the difference |Rij(s)- Rij| is very large so that f(Rij(s))=0, then, we 
say that the source s is not reliable for this data value. Therefore, f(Rij(s)) can be used as 
the characteristic function of “reliability” . 
 
3. Modeling randomness for multiple data sources 

The derivation of the data values from the “correct”  value is randomly distributed 
over different data sources. Mathematically, the probability of this derivation satisfies 
Gaussian distribution if the number k of the sources is a large number and there are many 
reasons causing the data derivation for each source. So, we use the Gaussian statistics to 
deal with the randomness for multiple data sources as follow. The average of a data value 
is given by 
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The variance of the data value is given by 
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The probability that the source s provides a random data value Rij(s) is then given by 
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4. Source-selection algorithms  
4.1 Algorithm for selecting an individual element without prior known information 

In practice, we usually do not know the “correct”  data value for each given attribute 
of the given item. This means that the “correct”  data Rij in Eq. (2) is unknown. We also 
completely do not know the “correctness”  of the data values of the other records from 
each source. In this case, it is reasonable for the users to use the average data value <Rij> 
as the “correct”  value for the first-order approximation because the data values provided 
by different sources are randomly distributed (with a Gaussian distribution) around the 
“correct”  value. Comparing Eq.(2) and Gaussian distribution in Eq.(5), one may choose α 
as σij

2. Therefore, the fuzziness function for quantifying the reliability of the source can 
be chosen as 
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However, one can choose a different α in Eq.(2) for quantifying the fuzziness 
function, i.e., α=β/<Rij>

2 with β a constant. Therefore, for an individual attribute value, 
Rij=ti(Aj), we have the reliability characteristic function f(Rij(s)) to quantify the question 
of “which source is more reliable for a data value ti(Aj)” . 
  One may develop a genetic algorithm for selecting an individual data value based 
on the fuzziness function calculated from Eq. (6). Obviously, f(Rij(s) in Eq. (6) gives the 
trust factor that a given data Rij(s) from source s is reliable comparing to the “correct”  
value Rij. This trust factor can be used to form a genetic algorithm for source-selection. 
The data users may believe that a closer data value to the “correct”  value Rij than the 
first-order average of < Rij> is given by the second-order approximation 
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This weighted average value can be used as the “correct”  value. The new variance is then 
given by 
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where the normalized factor is given by 
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By using Gaussian distribution, the new source-selection fuzziness function is given by 
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Again, the higher the f(2)(Rij(s)), the more reliable the source s for the given data value Rij. 
A genetic algorithm can be further obtained by replacing  

  ( )
ijijijij RR σσ →→ 2)2( , , 

  ( ) ( )( ) ( )( )sRfsRf ijij →2  .      (11) 

 
4.2 Algorithm for selecting a record without prior known information 

Similarly, we can also form a source-selection approach to answer the question of 
“which source is more reliable to provide a record set (tuple), ti={ ti(A1), ti(A2), …., 
ti(An)} .”   

For the first-order approximation, we use the average record set of an item as the 
“correct”  value set of the item, 

  { }iniii RRRt ,......,, 21= ,      (12) 

where  
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    for j=1,2, …., n.     (13) 

The distance d(s) between the data set ti(s)={ ti(A1,s), ti(A2,s), …., ti(An,s)} from source s 
and the “correct”  set Eq.(12) is defined as 
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The average square distance is given by 
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Similarly, we define a characteristic function for data source selection as 
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One can choose α=1/σi
2 or the other values. Again, the larger the f(ti(s)), the more 

reliable the source s for the given data value set of ti={ ti(A1), ti(A2), …., ti(An)} .  
 
4.3 Source-selection algorithm with partly known information 
  In some cases, we know the “correct”  values for some items in the database and we 
want to select the most reliable for an attribute or all attributes of an unknown item. One 
example of the situation is that we are adding a new record into our database while the 
other records are well known. In this case, we can retrieve all records from each source 
and then compare them with the known records to evaluate the trust factor for each 
source with a fuzziness function 
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Now, for the retrieved data value Rpj(s) of a new record tp={ tp(A1), tp(A2), …., tp(An)}  
from source s, we can construct a characteristic function to quantify its reliability as 
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Here ( )w
pjR  is the average data value with a weight of f(Rpj(s)) and W is a normalizing 

factor. 
 
5. Prototype for testing 
  We have implemented a computational prototype for testing the effectiveness of our 
source-selection algorithms. As shown in Fig.1, our program allows search data values of 
a given record (such as CSCO in stock market) or a given field (such as Last value of 
CSCO) from a number of sources (20 sources in this example). The data values for each 
attribute provided from these sources are randomly generated around the “correct value”  
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of the attribute to model the uncertainty of sources. Four attributes (Last, Open, Change, 
and Volume) are associated with a record. The program allows us to calculate the mean 
value for each field over the 20 retrieved data values and allows us to calculate the 
fuzziness function or correlation function defined in Eq. (16) for each source. Based on 
this correlation function, users can select the most reliable source. From the calculated 
result in Fig.1, source 9 is said to provide the most accurate data. As a test for the 
effectiveness, we use the “correct”  values to calculate the “closeness”  between the 
retrieved data values for the searched record and the “correct”  values. This “closeness”  is 
shown as a reliability function, which is defined in Eq.(16) but replacing the mean value 
<Rij> with its corresponding “correct”  value shown in the bottom row. The sort result 
based on the correlation function is very close to that based on the reliability function. 
This shows that our source-selection algorithms are very effective.  
 

 
 

Figure 1. Prototype for testing 
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