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Abstract: Research in data quality is a highly interdisciplinary field. Our community of
data quality researchers and practitioners could benefit greatly from having a shared
understanding of how diverse data quality research and skills complement one another,
and to which area of data quality our attention should be directed. In this paper, we
present a conceptual framework based on General Systems Theory, in order to facilitate
collaborative discourse among data quality researchers and practitioners. In addition, we
present an empirical measurement model based on General Systems Theory. We
conducted an exploratory survey study at the 6™ International Conference on Information
Quality held at MIT in November 2001 (ICIQ-2001). Based on these survey data, we
demonstrate how diverse data quality skills could be classified and contrasted. Our
preliminary findings suggest that Adaptive Capabilities—the ability of identifying user
requirements and measuring the user satisfaction and data quality—is perceived as most
important. On the other hand, we also found that, among academics, executives, and
managers, Interpretive Capabilities—the ability of identifying and articulating
organizational implication of data quality—is considered as most important. In this
paper, we discuss implications of these findings.
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INTRODUCTION

Socia construction of knowledge and skills has played a vital role in management science [2]. Indeed, no
theory can simply describe the empirical realities as they are, nor any set of skills could be effectively
used in all business situations. Hence, in order to identify which theories and skills are important for
future research and curriculum development, management scientists have periodically taken stock of their
research [6, 13, 19, 20, 43, 44]. They have also carefully surveyed and examined the collective sentiments
of the community of management scientists and practitioners [33, 36, 42, 52]. In addition, a number of
theoretical frameworks have been developed to describe how diverse management theories and skills fit
together [3, 11, 22, 27, 28, 29, 41, 48]. All these studies have provided the opportunities for self-
reflection within the management science community, facilitating social construction of cumulative
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knowledgein thisfield.

Research in data quality is no exception to this. In particular, data quality research is a complex
interdisciplinary field spanning across diverse disciplines such as management, computer science, and
psychology. We must draw upon knowledge and skills in these disparate disciplines, in order to conduct
research in this area and design an effective curriculum for data quality professionals. Our community of
data quality researchers and practitioners could benefit greatly from having a shared understanding of
how diverse data quality research and skills complement one another, and to which area of data quality
our attention should be directed.

For example, Wand and Wang (1996) describe ontological framework of data quality and provide an
overview of past data quality research based on this framework [53]. In addition, Wang and Strong (1996)
and Strong, Lee, and Wang (1997) examine how data “customers’ define data quality [50, 54]. Studies
like these facilitate the social construction of data quality research and they help us design effective
curriculafor data quality professionals.

Following this tradition, in this paper, we provide another theoretical perspective in which diverse data
quality studies and skills could be organized. In particular, we adopt General Systems Theory as a
conceptual framework [11, 12, 41]. Genera Systems Theory was originally developed to facilitate
interdisciplinary academic discourse among highly disparate disciplines such as economics, physics,
biology, and sociology. For this reason, this theory would be appropriate for conceptualizing the
interdisciplinary research area such as the growing body of knowledge in data quality management.

In addition, in this paper, we present an empirical measurement model based on General Systems Theory.
We conducted an exploratory survey study at the ICIQ-2001; we asked the conference participants to
assess the relative importance of diverse data quality management skills. We present how these data
quality skills could be classified according to Genera Systems Theory. Findly, in this theoretical
perspective, we present how these participants eval uate relative importance of diverse data quality skills.

CONCEPTUAL FRAMEWORK

In General Systems Theory, Boulding (1956) suggests that diverse academic disciplines could be broadly
classified into three levels, based on the nature and characteristics of the “system” that each discipline
investigates. the mechanical system, the open system, and the human system levels [11]. This theoretical
perspective has been widely accepted among management scientists [35]. For example, Morgan (1986)
adopts this perspective and presents three metaphors for conceptualizing the organizational theories:
Machine, Organism, and Brain [41]. Chaffee (1985) examines the strategy literature and classifies the
studies of this area into three categories according to General Systems Theory: Linear, Adaptive, and
Interpretive Strategies [12].

In this section, we describe how this framework could be adopted to describe the data quality research and

skills. We refer to these three categories of data quality skills as Technical Capabilities, Adaptive
Capabilities, and Interpretive Capabilities. In the following, we describe these three types of capabilities.
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Technical Capabilities

Boulding (1956) points out that some disciplines focus on mechanica systems—the systems that have
static structure and exhibit predetermined “clockwork” behaviorg[11]. Typically, in these disciplines,
mathematical modeling plays a centra role in the epistemology. Mathematical models are used to
examine complex dynamics within these mechanical systems. Boulding classifies disciplines such as
physics, chemistry, and economics into this category.

In the Information Systems (1S) field, studies of diverse computational theories fit the description of the
mechanical systems level (e.g., [10, 14, 16, 23, 25]). In particular, Chen (1976) and Codd (1970) provide
an important foundation for modeling data [14, 16]. In addition, some studies on data quality extensively
rely on mathematics and logical inference as their primary epistemological approach (e.g., [4, 5, 53]).
These studies also fit into this category.

As for the practical skills, this category represents the skills of directly working with computer systems.
For example, using relational algebra, data quality professionals may write SQL queries to identify
incorrect or ambiguous data in databases. In addition, technicians may need the programming skills to
write triggers and stored procedure to ensure the data integrity. These skills and knowledge are what we
refer to as Technical Capabilities.

Adaptive Capabilities

The next level in General Systems Theory focuses on “open” systems. For example, biological living
organisms interact with their environment, exchanging materials through ingestion, excretion, and diverse
forms of metabolic exchange. Disciplines such as biology, physiology, and botany investigate how these
open systems receive information from the outside, adapt to their environment, and effectively maintain
the exchange process.

Data quality management could be considered as an open system [46, 54]. Data quality professionals need
to interact with their environment—data users, managers, and other stakeholders. Their ability to
effectively interact with these stakeholders is essential to data quality management. Many studies have
examined diverse aspects of such interaction. For example, data quality professionals must be able to
identify and define what these stakeholders want or need [22, 34, 46, 48, 54]. Voluminous studies of the
user information satisfaction and data quality dimensions investigated how satisfaction of stakeholders
could be conceptualized and measured [8, 9, 15, 24, 53]. Studies on technology acceptance also provide
insight into how data quality professionals may encourage the use of information systems [1, 21, 35, 40,
49]. We refer to this ability and knowledge for effectively interacting with diverse constituents of data
quality as Adaptive Capabilities.

I nter pretive Capabilities

Unlike a biological organism, humans do not always simply react or adapt to their environment. As
Boulding (1956) points out, humans are self-conscious self-reflective beings [11]. They interpret their
situations and they assign symbolic social meaning to their actions. In addition, they are deeply embedded
in dynamic social contexts. Their interpretations and symbolic actions influence their enactment of social
structure in these socia contexts and, at the same time, the social structure constraints their actions [26,
30]. These unique characteristics of human actions differentiate the human system from the open or
mechanical systems.

Many studies have examined complex interaction between the use of information systems and human
systems [6, 18, 45, 47]. For instance, Barley (1986) adopts the structuration theory to describe how a new
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technology could affect the patterns of interaction among people [6]. He demonstrates that a deployment
of a new technology may serve as an impetus for restructuring social relationships in organization. In
addition, Orlikowski and Y ates (1994) also show that a new communication technology could bring about
anew genre of communicative practice [45].

This ability of identifying and describing the complex interplay between technologies and organizational
structure is what we refer to as Interpretive Capabilities. Data quality professionals should understand
how data quality affects both formal and informal organizational structure—the way in which people
interact and make decisions. Also, they should be able to articulate such implications of data quality to the
top management and other stakeholders.

However, it is worth noting here that little systematic research has examined Interpretive Capabilities
regarding data quality. So far, data quality research has focused primarily on improving the performance
of individual decision makers. Organizational implications such as whether or not the availability of high
quality data would bring about new ways of organizing have been neglected in the literature. For
example, voluminous research supports the idea that managerial decision making is done in socia
contexts without “hard” data [17, 31, 32, 37, 38, 39, 49, 55]. Despite this finding, few research efforts
have been made to investigate how such social structure, surrounding managerial decision-making, could
be changed.

RESEARCH METHOD

At the beginning of the ICIQ-2001, we distributed copies of the four-page questionnaire to 110
conference participants. We received 61 usable questionnaires by the end of this two-day conference (the
response rate is 55%). On average, our respondents were 40.2 years old and 27.9 percent of which were
female. Our respondents had 15.7 years of work experience, on average; 10.5 years of this work
experience was specifically related to | S.

Survey | nstrument

Appendix 1 shows all data management topics listed in the questionnaire. This list of items is compiled
based on our extensive literature review regarding data quality management topics, which includes, but
not limited to, all items for Technical, Adaptive, and Interpretive Capabilities. The respondents are asked
to rate these topics on a 7-point Likert-type scale, 1 indicating “Not at all important” and 7 indicating
“Extremely important.”

Table 1 shows the descriptive statistics for all data management topics included in this study. This table
aso demonstrates how each questionnaire item is rated, in comparison with others, using T-Test and
Tukey’'s T-Test. The equivalent range columns indicate the items that are statistically the same based on
these analyses. For instance, based on T-Test, item 1 is rated the same as item 2. Item 2 is rated the same
asitems 1 through 6 and 9.
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Equivalent Range for

Each Topic
No.  Description Mean Std.D Basedon Based on Subsets
ev T-Test Tukey Based on Tukey

1. DQ measurement 6.33 0.96 1-2 1-10 A

2. DQimplications 6.10 1.08 1-6,9 1-13 A B

3. TQM 590 1.09 2-10 1-15 A B C

4. Dataentry improvement 584 1.20 2-11 1-15 A B C

5. Org. policies 5.79 127 2-13 1-15 A B C

6. DB error detection 577 135 2-12 1-15 A B C

7. DQ dimensions 575 1.04 3-12 1-15 A B C

8. Change process 5.72 1.07 312 1-15 A B C

9. DQ cost/benefit 5.70 135 2-12 1-15 A B C
10. User requirements 5.67 114 3-14 1-15 A B C
11. Info. overload 549 121 4-15 2-15 B C
12. DQ audit 546  1.18 5-15 2-15 B C
13. Statistical techniques 5.30 1.46 5,10-15 2-18 B C D
14. Datamining skills 523 1.50 10-15 3-18 cC D
15. Datawarehouse setup 518 143 11-15 3-18 C D
16. Anaytic models 454 159 16-18 13-18 D
17. Relational algebra 454 152 16-18 13-18 D
18. Softwaretools 454 141 16-18 13-18 D

N =61

TABLE 1. Descriptive Statistics and Comparisons among Topics

Measurement Model

The last column on the left in table 1 shows which items could be classified into subsets where all items
are statistically the same. Based on Tukey, we identified four such subsets—these subsets are labeled A,
B, C, and D in the last column. The interesting finding is that all items for Technical Capabilities ended
up in subset D, the lowest group in our rankings list. On the other hand, the items that represent Adaptive
and Interpretive Capabilities are included in subset A, the highest ranked group.

To test our measurement model, we conducted exploratory factor analyses using the principal component
extraction method. Table 2 shows the final results of exploratory factor analysis. In this analysis, Varimax
rotation of the final measurement model converged in 6 iterations.

Factor 1 represents Technical Capabilities in our framework. The reliability of this constructed, measured
by Cronbach Alpha, is .798. Factor 2 is Adaptive Capabilities (Alpha = .644). Factor 3 represent
Interpretive Capabilities (Alpha= .699). These constructs adequately demonstrate the convergent and
discriminate validity of our measurement model.
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Factor 1 Factor 2 Factor 3

FACTOR 1 (ALPHA =.798)

14. Data Mining Skills .783

16. Analytic Models 765

15. Data Warehouse Setup 7126

17. Relational Algebra .588 .508
13. Statistical Techniques 577 442

FACTOR 2 (ALPHA = .644)

1. DQ Measurements 813

3. TQM 675 413
4. Data Entry Improvement 612

10. User Requirements 553

FACTOR 3 (ALPHA = .699)

8. Change Process 795
2. DQ Implications .694
9. DQ Cost/Benefit .644
6. DB Error Detection 466 561

Varimax rotation converged in 6 iterations.
TABLE 2. Factor Analysis

FINDINGS

Table 3 shows descriptive statistics and correlations among all variables used in this study. Using this
table, one can also compare the relative importance of three types of capabilities in our framework.
Adaptive Capabilities has received the highest importance rating (5.96 out of 7). Interpretive Capabilities
isnext, and the lowest is Technical Capabilities.

Table 4 shows the results of six regression analyses that focus on the difference in perception among
researchers and practitioners. For all six equations, the central independent variable is Practitioner, a
categorical variable that indicates whether or not the respondent is a practitioner (coded as 1 for
practitioner and O for researcher). Two additiona independent variables, age and gender, are added as
control variables. For the first three equations, the dependent variables are Interpretive Capahilities,
Adaptive Capabilities, and Technical Capahilities, respectively. In these three equations, none of the beta
coefficients for the Practitioner variable is statistically significant.

In the remaining three equations in table 4, we use the difference in ratings between two skill variables as
a dependent variable. The dependent variable for the first equation is the difference between Interpretive
and Adaptive Capabilities. In the second equation, the difference between Interpretive and Technical
Capabilities is used as the dependent variable. The difference between Adaptive and Technical
Capabilitiesis used for the third equation.

In the last equation, beta coefficient for Practitioner is statistically significant (B = .357; p < .01). This
finding suggests that practitioners value Adaptive Capabilities over Technical Capabilities far more than
researchers—practitioners gave higher ratings to Adaptive Capabilities and lower ratings to Technical
Capabilities.
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Correlations

Mean SD 1 2 3 4 5
1. Interpretive Cap. 5.79 0.92
2. Adaptive Capabilities 5.96 0.76 .288*
3. Technical Capabilities 5.03 1.07 A462%* .269*
4. Practitioner 0.65 0.48 .098 .205 -.258
5. Age 40.11 8.53 .088 .326* -.097 .060
6. Female 0.24 0.43 .180 162 .353** -.039 -.079

*p<.05;** p<.01

TABLE 3. Correlations and Descriptive Statistics for Variables used in This Study

Dependent Variables Dependent Variables
Each Skills Sets Difference between Two Skill Sets

Interpretive Adaptive Technical Interpretive-  Interpretive- Adaptive-

Capabilities  Capabilities  Capabilities Adaptive Techical Technical
Practitioner -.097 193 -.241° -.233" 162 357**
Age .108 .330* -.056 -.148 153 273*
Female 184 195 .339* .022 .186 -.190
Adjusted R? -.004 129 138 .027 .040 219
F-Ratio 917 3.624* 3.835* 1.489 1734 5.958+**

Numbers shown in this table are beta coefficients.
Total Degrees of freedom for each regression equation is 50.
"p<.10; * p<.05;** p<.01

TABLE 4. Differencein Skills Ratings between Resear chers and Practitioners

Indeed, table 5 clarifies how the perceptions of researcher and practitioner are different. In this table, we
identified 6 major job titles in our sample and divide them into four groups: 1) professors; 2) executives
and managers; 3) consultants; and 4) project managers and analysts. Respondents in these four groups rate
the importance of the skills quite differently. Professors, executives, and managers (the first two sets of
columns) rate Interpretive Capabilities the highest, followed by Adaptive and Technical Capabilities. On
the other hand, Consultants, project managers, and analysts (the last two sets of columns in the table) rate
Adaptive Capabilities the highest, then Interpretive and Technical Capabilities.

These findings provide some support for the idea that among practitioners, their job situations influence
what skills they perceive as important. Executives and managers, who are primarily responsible for
monitoring and deciding what should be done about data quality, see Interpretive Capabilities as the most
important set of skills. On the other hand, consultants, project managers, and analysts are responsible for
converting user requirements to technical specification, and reporting the status of data quality to the
management. They perceive Adaptive Capabilities as the most important set of skills. Professors’ ratings
of these skills are congruent with executives and managers' rankings.
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Professors Executives Consultants Project
Managers Managers
(N=10) (N=11) (N=10) Anaysts
(N=15)
Mean  Std. Mean Std. Mean Std. Mean  Std.
Dev Dev Dev Dev
Interpretive Capabilities 6.08 0.69 595 0.66 538 132 597 0.82
Adaptive Capabilities 568 0.83 564 110 6.30 0.60 6.17 0.60
Technical Capabilities 466 113 438 110 484 148 521 093
1. DQ measurement 580 114 591 151 6.50 0.71 6.80 0.56
2. DQ implications 6.50 0.97 573 110 6.20 148 6.27 0.70
3. TQM 580 1.03 555 1.69 6.00 1.05 6.20 0.86
4.Data entry improvement 570 1.34 564 121 6.20 1.23 6.00 1.07
5. Org. policies 6.10 0.99 564 129 570 125 6.13 1.13
6. DB error detection 590 0.99 6.09 130 510 191 6.00 1.07
7. DQ dimensions 6.00 1.25 545 129 570 116 587 0.83
8. Change process 6.00 094 573 1.01 530 125 5.80 101
9. DQ cost/benefit 590 145 6.27 0.79 490 1.73 5.80 1.42
10. User requirements 540 143 545 121 6.50 0.71 5.67 111
11. Info. overload 550 0.97 545 1.29 570 177 580 0.86
12. DQ audit 530 1.16 536 157 590 0.99 5.40 112
13. Statistical techniques 480 148 509 181 500 1.83 5.67 1.18
14. Data mining skills 500 1.33 427 174 530 211 5.60 1.18
15. Data warehouse setup 540 135 500 173 500 176 5.07 144
16. Analytic models 440 151 355 175 420 187 4.87 1.19
17. Relational algebra 370 177 400 1.90 470 134 4.87 1.06
18. Software tools 460 178 455 144 400 156 4.47 141

TABLE 5. Skills Ratings by Job Title

DISCUSSION

In this paper we proposed General Systems Theory as a conceptua framework for classifying diverse data
quality skills. We suggested that data quality research and skills could be broadly classified into three
categories. Technical, Adaptive, and Interpretive Capabilities. Our preliminary findings support the
empirical measurement model of this framework.

Another objective of our study was to assess the relative importance of diverse data quality skills. Our
findings suggest that technical skills, such as relational algebra and statistical techniques, are perceived as
the least important in improving the data quality. However, this finding should be interpreted with
caution. We had a very small number of database administrators, programmers and other “technicians’ in
our sample. Our analysis results do not adequately represent the opinions of these “technical” people.

We aso found that data quality professionals with different jobs, value diverse skills differently. In
particular, executives and managers perceive that Interpretive Capabilities is most important in effectively
managing the data quality. Consultants, project managers, and analysts, on the other hand, rate Adaptive
Capabilities the highest. A possible explanation is that these subjective evaluations are influenced by what
these respondents do at their job. For instance, executives and managers would primarily focus on
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interpretation and assessment of the implications of data quality for the organization. On the other hand,
the role of consultants and analysts would center on collecting the data quality requirements from the
users or measuring the data quality.

These findings suggest that, in order to design an effective curriculum, one must consider the short-term
and long-term career aspirations of their student. For instance, students who plan to get ajob as an analyst
or project manager, may benefit most from a curriculum focusing on enhancing the adaptive skills such as
identifying user requirements and measuring the user satisfaction and data quality. On the other hand,
executives training programs should emphasize the interpretive capabilities such as ability to assess
organizational implications of data quality.

CONCLUSION

Research in data quality is ahighly interdisciplinary field. In paper, we presented a conceptual framework
based on General Systems Theory, in order to facilitate collaborative discourse among data quality
researchers and practitioners.

We found that practitioners value diverse skills differently depending on their job situations. This finding
suggests that |S educators should design a data quality curriculum to fit the need of long-term and short-
term career objectives of their student.

In addition, in our survey, both academic researchers and executives reported Interpretive Capabilities—
the ability of identifying and articulating organizational implications of data quality—as most important
in improving and maintaining the data quality. Indeed, little systematic research has been conducted to
examine how data quality would affect the way in which people are organized and jobs are structured. We
recommend that future research efforts should be directed to this area.
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APPENDI X 1. List of the Survey Questions

No Short Description Survey Questions
1. DQ measurement Skills and knowledge of measuring data quality (such as timeliness,
accuracy, completeness, and consistency of data)
2. DQimplications Understanding pervasiveness of data quality problems and their potential
impacts
3. TQM Ability to apply the Total Quality Management principles (such as continuous
improvement) to data quality management
4. Dataentry improvement  Skills and ability to analyze and improve data entry process in order to
maintain data quality
5. Org. policies Ability to establish and maintain organizational policies and rules for data
quality management
6. DB error detection Ability to detect and correct errors in databases
7. DQdimensions Ability to define and describe diverse dimension of data quality (such as
relevancy, believability, accessibility, ease of understanding)
8. Change process Ability to manage the change process/transitions resulting from data quality
management project
9. DQ cost/benefit Skills and ability to conduct cost/benefit analysis of data quality management
10. User requirements Ability to trandlate subjective user requirements for data quality into objective
technical specification (such as use of Quality Function Deployment)
11. Info. overload Understanding the information overload that managers often face and ability to
reduce information overload
12. DQ audit Ability to conduct data quality auditing (forma review, examination, and
verification of data quality)
13. Statistical techniques Ability to apply statistical techniques to manage and control data quality
14. Datamining skills Data mining and knowledge discovery skills for analyzing data in a data
warehouse
15. Datawarehouse setup Ability to integrate multiple databases into an integrated data warehouse
16. Analytic Models Ability to apply diverse analytic models (such as regression model and
multidimensional model) for data analysis
17. Relational algebra Skills and ability to apply relational algebra (such as SQL) to estimate the
accuracy of data
18. Softwaretools Experience and ability to use diverse commercially available data quality

software packages
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